Analysis of the stock exchange waveforms similarity using the clustering method
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Abstract: The paper presents the approach to analyze dependencies in the sequences of the company shares’ prices in the stock exchange. The method utilizes the clustering method developed previously for the electronic and geotechnical applications. The algorithm is presented in detail, including the discussion of their possible applications in the financial engineering. Further its application to find similarities between the shares time series of the selected Polish companies is presented. The method’s usage to the prediction of the future behavior of the prices level is considered. The paper is supplemented with conclusions and future prospects.
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1. Introduction

Analysis of the stock exchange behavior has currently a leading role in the modern financial engineering. Recent events, including the global economical crisis show that methods of the correct monitoring and prediction of the derivatives’ prices in the stock market are needed and should be further developed. The stock exchange is a key institution in every capitalistic country (which true also in Poland). Therefore a special attention must be directed to monitor its condition. 

The leading role in the analysis of the financial data of the stock market has the technical analysis. It assumes the ability to predict the future behavior of the shares prices and their configurations based on their history. The prices’ sequences can be treated as waveforms, which behave similarly to the signals present in various technical and medical domains. They are of the stochastic nature, which makes them easy to analyze using the classical probabilistic methods, such as correlation analysis, time series analysis, etc. [1]. Because the waveform composed of the shares’ prices in the subsequent time instants is a nonstationary signal, multiple modifications to the traditional statistical analysis, such as moving average, must be implemented. The increasing number of data coming from the typical stock exchange is proportional to the number of the new companies emerging on the market and extending number of price samples for each company every day. The main advantage of such a situation is the large amount of real-world data. It is crucial to the examination of the complex stock exchange process. Unfortunately, multiple waveforms analysis is difficult to be performed manually. Even the human expert is not able to efficiently observe tens or hundreds of parameters simultaneously. Therefore the semi- or fully automated approaches to the stock market analysis are highly demanded. Computer science provides advanced algorithms that may be useful here. The most popular are neural networks [2,3], which were widely exploited to classify and predict changes in the shares prices waveforms. Artificial intelligence and machine learning methods give the opportunity to search for the dependencies in data and to facilitate the decision making process. They are a good alternative to the traditional methods, assuring the automation of the process (minimizing the influence of the human operator) and good scalability, i.e. independence of the number of the analyzed parameters. 
The paper presents the application of the graph clustering algorithm to the analysis of the similarity between the companies present in the Polish stock exchange. It can be applied to assess the global situation on the shares market, and to find the redundancies in the single time series. The paper is organized as follows. In section 2 the requirements of the financial engineering to the analysis methods are presented. Section 3 contains the description of the graph clustering algorithm with the implementation details. In section 4 experiments consisting in the various analysis of the experimental data are presented. Finally, section 5 contains conclusions and future prospects of the presented approach.
2. Application of the intelligent algorithms to the financial data analysis
Analysis of the stock exchange in every country is of a great importance. The most popular approach to the pattern recognition and identification in the time series is the desire to predict the future behavior of the shares’ prices. If projected correctly, the prices configuration allows the investors to earn money. Therefore, multiple methods were applied to solve the prediction problem for a long time. The best established method is the technical analysis, developed in the XIXth century in the United States [1]. Based generally on the statistical methods of the time series analysis and the charts it is the classic approach, used currently in the practical applications and as a reference method. There are various coefficients and factors extracted from the time series (such as RSI, statistical oscillators, etc.), which give a broad knowledge of the market situation and can be used to facilitate the investor’s decision about when to sell and buy the shares. However, development of the computer algorithms gives the opportunity to implement new solutions to not only solve the prediction problem, but also to perform the more general analysis of the stock market. Results would give information of the dependencies between the financial situations of the subsequent companies. The computational power of the modern hardware allows to perform the required large scale analysis of the multiple patterns, formed by the particular prices waveforms. The example of such analysis is finding the similar patterns in the stock exchange time series, both among the different waveforms, and inside the same prices sequence. Therefore the aim of the research presented in the paper was to evaluate the application of the graph clustering algorithm to identify the similar configurations in the prices values.
Intelligent and heuristic algorithms are nowadays eagerly used to solve problems from various domains (such as electronics, medicine, finances, etc.). They have the ability to automatically extract knowledge from the data obtained from the simulation of the problem, or from the real world. One of their most important characteristics is the ability to generalize, i.e. correctly react to the new data that were not presented to them before. Preparation of the algorithm to the particular problem solving consists in the learning stage, where the training data is analyzed and knowledge extracted from it. The latter requires a proper form of the data set, which usually comes in as the table, where each row is an example (a simulated or a real-world experiment), and columns contain the subsequent parameters (attributes). The stock exchange data is well suited for such a scheme –the information from daily quotations is presented as the table, in which the share prices for subsequent companies are presented. In the simplest case, four types of prices are important: opening, closing (respectively, at the beginning and the end of the day), the highest and the lowest price during the day. The change of the prices’ values during time is represented in charts. The simplest one (using only one of the presented prices) is the linear chart. The more sophisticated charts (such as bar or candlestick chart) use all the parameters at a time. To use the stock exchange records to the intelligent algorithm processing, only the raw data, contained in the table is required. The number of the analyzed parameters depends on the designer’s choice. Application of the intelligent algorithms can be of one of the two forms: classification (where various objects, such as different waveforms or sequences inside the single waveform, are assigned to one of the predefined categories) and prediction (where the future behavior of the phenomenon – time series here - is to be identified).
Intelligent algorithms are also useful in situations, where there is the uncertainty element in the data, and the stock prices records belong to this category. The low frequency components expressing long term changes are combined with the high frequency components, related to the rapid changes on the daily and weekly basis. The need to clear such data of the unwanted elements was stated multiple times [4]. The main disadvantage of the de-noising procedure is deformation of the original signal. Therefore it may affect the efficiency of the decision making process. In the presented approach, the analyzed data is unprocessed, but the influence of the de-noising on the classification and prediction scheme should be investigated in the future. 
The situation in the stock exchange can be analyzed in search of the dependencies in the experimental data. As there is no predefined information describing the experiments (such as knowledge about the category of the shares), the procedure belongs to the unsupervised learning [6]. The only information about the similarity between the series comes from the algorithm. To find the dependencies between the subsequent experiments, existence of data redundancy is required [5]. The assumption of the repeating patterns in the time series is also characteristic for the technical analysis and therefore it can be maintained during the unsupervised learning implementation as well. Procedures of searching similar objects and grouping them together are called clustering and are widely exploited in technical domains [7] and medicine. Their main idea is that it is possible to calculate the distance between the objects, and to find out, which are close to each other. According to Table 1, the clustering algorithm can be applied in two ways. The first one is to find the similarity between different share prices waveforms (belonging to different companies). Such a method could be used to identify the companies, which shares’ prices are somehow correlated. Note that as the stock exchange series are changing dynamically and are of non-deterministic nature, such knowledge would be used to predict the values of the particular shares based on the information about the other shares prices. Also, during the analysis of the stock exchange condition assessment, the number of the analyzed parameters could be reduced only to the independent ones. The second possible application is to determine the repeating patterns inside the single time series. It could be applied to predict the shares future prices and to find the period of the repeating changes. 
Table 1. The exemplary record of the stock exchange data for a single company

	Date 
	Open 
	High
	 Low 
	Close 
	Volume

	1992-10-06
	4,06
	4,06
	4,06
	4,06
	157229

	1992-10-08
	3,92
	3,92
	3,92
	3,92
	117526

	1992-10-13
	3,54
	3,54
	3,54
	3,54
	125268

	1992-10-15
	3,6
	3,6
	3,6
	3,6
	77250

	1992-10-20
	3,96
	3,96
	3,96
	3,96
	119949


Table 2. The exemplary record of the stock exchange data for multiple companies in a day
	Date
	Name
	Open
	High
	Low
	Close
	Volume

	2009-04-09
	BRE Bank
	126,4
	130,9
	122,1
	130
	85212

	
	TVN
	7,04
	7,18
	6,88
	7,1
	25981485

	
	Żywiec
	8,8
	8,8
	8,8
	8,8
	36932

	
	Stalexport
	1,75
	1,78
	1,7
	1,73
	1154418

	
	Alma
	20.30 
	20.30 
	19.90 
	20.00 
	14694


3. Graph clustering algorithm

Although the most popular artificial intelligence method used in the financial engineering are the neural networks because of their versatility [3], they are not the only option here. Their disadvantages are the long time of learning (especially for the large problems, where the structure of the network becomes complex) and problems with the noisy data (which require modifications, such as support vector machines). Therefore, the alternative approaches, especially belonging to the machine learning domain, should be tested. One of them is the graph clustering algorithm. 
It is the method developed originally for the internet documents classification, based on their content [8]. It was modified and used in the analog systems diagnostics [9] and geotechnical engineering [10]. The main idea here is that every object to be categorized in a set (such as the single time series) is a vertex. Different vertices are connected through edges if they are similar, i.e. belong to the same category. The interpretation of the vertex depends on the particular task, related to the analysis of the data table (see Table 1 and 2). When the dependency between the different share prices records is to be determined, each time series is a vertex in the n-dimensional space, where n is the number of the share price observations. If the different configurations of the stock exchange are compared (i.e. the sets of the companies sets at different dates), each configuration is the vertex in the m-dimensional space, where m is the number of the prices compared. The algorithm is presented in Fig. 1 and the graph structure with the examples of the possible applications in the stock exchange analysis is presented in Fig. 2. 
procedure graphclust

input A
begin

C((

foreach ai in A


si ( findsimilar(ai)



add(C, si)


end


c ( gather(C)

end

Fig. 1. Graph clustering algorithm
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Fig. 2. The graph structure (a) and possible applications of the algorithm (b)
The input A is the input data set (a table in one of the considered forms), consisting of attributes ai (which are here the prices explained in section 2). For each attribute the similarity between the objects is calculated (function findsimilar). After each calculation, a structure containing the information between the particular objects (C) is filled (using the partial structure, si). The latter can be a vector, a matrix, or a list. The choice between the first one and the two latter depends on the application. When the sequence of points (objects) is analyzed and only the neighboring ones can be compared (for example during searching for the particular pattern in the waveform), the vector is a better choice. If the algorithm is used to search for the similarities between the points, from which all can be compared to each other (when different time series are processed), the matrix or list should be selected. The difference between these two is presented in Fig. 3. The square matrix (Fig. 3b) is of size n ( n, where n is the number of the compared objects. The position at the crossing of the i-th row and j-th column expresses the similarity between the i-th and j-th object. For example, the similarity between the third and the fifth point in Fig. 3b is 3. Note that the elements of the diagonal express the self-similarity characteristics. Because the largest similarity of the object is to itself, the diagonal stores the largest values. On the other hand, there is no need to calculate these values, so the diagonal can be left out empty (or initiated with zeros). As the similarity is a feedback relation, i.e. findsimilar(i,j)=findisimilar(j,i), and the matrix contains the same information twice. Therefore, to save memory space, only the upper left (or lower right) part of the matrix should be filled, with the rest of the positions initialized to zero. The similarity list (Fig. 3a) is used more often when the redundancy in the structure must be eliminated. With every object is related a list containing the identifiers of the objects similar to it. For example, the first object in Fig. 3a is similar to the objects number 2,5,7 and 8. Note, that such a structure does not contain information about the strength of similarity. Filling the presented structures is performed for every attribute (parameter). This means that there are multiple copies of the structure, one for each parameter. The function gather is responsible for combining them into one overall structure c. This can be interpreted as considering objects similar only if they are similar regarding all parameters.
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Fig. 3. Structures for storing the similarity between the objects: (a) list, (b) matrix
The distance between the objects can be calculated as the Euclidean distance d, which is often used in analysis of the points in the multidimensional space:

[image: image3.wmf]å

=

-

=

n

i

i

i

ij

y

y

d

1

2

2

1

)

(

 




    (1)
where y1 and y2 are the coordinates of two points and n is the number of the coordinates. 
One of the problems related with the clustering is the interpretation of the similarity. Determining, which objects are similar to each other, requires setting a distance threshold, below which the objects are considered similar. It depends on the dynamic range (i.e. the difference between the minimum and maximum similarity), as presented in (2). Here, the exemplary threshold has value of one percent of the maximum range of the analyzed waveforms. In the considered case there is no need to calculate it, as the important information is the relative similarity between the analyzed shares prices. However, introduction of the threshold’s value, set based on the designer’s experience is possible at any stage of the algorithm implementation.
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4. Experimental results
The presented algorithm was used to analyze the dependency between the selected companies, depending on their shares’ prices history. The companies were chosen according to their period of the presence on the market and economy branch they represent. The latter were food marketing (Alma Market S.A., quoted on the stock market since 1994), banking (BRE Bank and BZWBK, quoted since, respectively, 1992 and 2001), heavy industry (Dębica and Stalexport, both quoted since 1994), light industry (Swarzędz, quoted since 1991), and multimedia corporations (TVN, quoted since 2004). The wide spectrum of the analyzed companies and their varying situation on the stock market allow the assumption that the conclusions drawn for these representatives could be extended to other companies as well. Note that the clustering algorithm limits neither the number of the analyzed objects, nor the number of their parameters. Records of the shares closing prices for the selected companies since the end of 2004 are presented in Fig. 4. Because the range of prices is relatively large, for a better readability a semi-logarithmic scale was used. The x axis contains numbers of samples, without the exact dates of the prices gathering.
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Fig. 4. Closing prices of the shares for seven tested companies since the end of 2004
The first experiment was aimed at the determination of the time series that are the most similar. It required calculating the distance between each pair of the waveforms, according to (1). The compared time series were only the ones containing closing prices. As each waveform was a single point in the 1090-point space (the number of the prices samples gathered during the last five years), the 7x7 similarity matrix (C) was produced. Note that as only the upper-right part of the matrix is filled with values, the last row contains zeros only and can be excluded. The distance calculation result was additionally scaled by dividing by the largest distance obtained. This way the distance belongs to the set (0;1] with “1” standing for the two companies that are the least similar from all the verified pairs. Results of the similarity calculation are in Table 3. 
Table 3. Results of the similarity measurement between the selected companies based on their shares closing prices
	
	Alma
	Bre Bank
	BZWBK
	Dębica
	Stalexport
	Swarzędz
	TVN

	Alma
	0
	0,76
	0,34
	0,11
	0,25
	0,25
	0,20

	Bre Bank
	0
	0
	0,46
	0,77
	0,99
	1,00
	0,95

	BZWBK
	0
	0
	0
	0,34
	0,57
	0,57
	0,52

	Dębica
	0
	0
	0
	0
	0,24
	0,25
	0,20

	Stalexport
	0
	0
	0
	0
	0
	0,01
	0,05

	Swarzędz
	0
	0
	0
	0
	0
	0
	0,06


The most similar are two companies: Stalexport and Swarzędz with the smallest shares prices, easily distinguishable from all others (similarity factor 0,01). The third company, TVN is in a little better condition, but its similarity to the two former is also significant (factor at about 0,05 and 0,06 respectively). On the other hand, BRE Bank and Swarzędz are the least similar, mainly because the difference between the shares prices is too large. These results can easily be confirmed by the manual observation. However, for larger number of the analyzed companies, it would not be that easy and require the automated distance calculation. 
The analysis conducted above allows to determine, which companies have the comparable level of the shares prices. Another way of finding dependencies is to search not for the companies with similar prices record, but with the similar prices change history. The latter means that the time series can be similar if they behave alike, i.e. increase at the same time, decrease and have local minima in the same timestamps. This way, even the companies that have different prices levels could be considered similar, if they change the same way. To compare the degree of changes, the differential quotient (3) must be used (as the first degree derivative of the function). It gives the information about the increase or decrease of the share’s price, and allows identification of the local optimum. 
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where xi is the sample number and yi is the value at the current sample. The formula allows determining the dependency between the time series regarding the similar changes pattern and similar changes values. If one is interested only in changes pattern, disregarding their degree, the sign of the differential quotient is important. Therefore (3) is changed into (4). The exemplary time series of the differential quotient and its sign are presented in Fig. 5. 
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Fig. 5. Waveform fragment of the differential quotient (a) and its sign (b) for the BRE Bank shares prices.
Results of the comparison of the companies’ time series regarding the changes and their degree are in Table 4. The interpretation of the numbers is identical as in Table 3.
Table 4. Similarity analysis using the differential quotient for the selected companies
	
	Alma
	Bre Bank
	BZWBK
	Dębica
	Stalexport
	Swarzędz
	TVN

	Alma
	0
	0,98
	0,62
	0,32
	0,27
	0,27
	0,27

	Bre Bank
	0
	0
	0,84
	0,98
	1,00
	1,00
	0,98

	BZWBK
	0
	0
	0
	0,62
	0,62
	0,63
	0,61

	Dębica
	0
	0
	0
	0
	0,22
	0,22
	0,22

	Stalexport
	0
	0
	0
	0
	0
	0,02
	0,06

	Swarzędz
	0
	0
	0
	0
	0
	0,
	0,06


This time the most similar are Staleksport, Swarzędz and TVN. The result reflects the congruent shape of their waveforms, although the shares’ prices levels between the industrial companies and TVN are not close. The greatest difference is between BRE Bank and Stalexport, Swarzędz, TVN. The three latter have significantly different waveform shapes from the former. Selecting only one of each group containing the most similar companies allows to minimize the overall number of the parameters describing the stock market. It can also be used in the characteristics analysis of the stock exchange, performed by the financial experts, who are able to draw the conclusions about the condition of the particular companies and the market in general.
The final experiment included searching for the particular pattern inside the shares prices waveform. Such operation is important for identifying the particular stage in the progress of the prices change. It is operation alternative to searching for the characteristic shapes in the waveform using the technical analysis. The clustering method may also be useful in identifying the raising and declining trends, as well as the particular formations, such as banners, etc. This time there is the need to determine the reference pattern, which is characteristic for the investor, for example delivering information about when to buy or sell. Analysis of the historical data regarding the changes in the prices reveals such characteristic patterns. They should be selected by the financial engineer. After their successful determination, the waveform must be searched for the similar prices configurations. The clustering algorithm presented in section 3 works with the n-dimensional points, where n is the number of the subsequent share prices inside the sequence. This way the reference pattern moves along the waveform (one sample at a time) and the Euclidean distance is calculated. This way, assuming that the pattern is 25-samples long and the waveform contains one thousand samples, there are 975 similarity calculations, stored this time in the vector C. Because similar shapes can be located on different prices’ levels, before the similarity calculation both patterns (points) must be brought to the same level. Therefore each sequence is processed according to (4). This way, only the pattern shape is relevant, not its particular values.
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Finding formations closest to the reference shape, requires calculating the distances between the corresponding sequences and then searching for the local minima in the constructed similarity vector C. The few smallest minima indicate the location of the sequences in the waveform closest to the reference pattern. Searching for the local minima allows to eliminate multiple formations formed close to each other and overlapping. The exemplary result of the pattern search is presented in Fig. 6a, while Fig 6b contains the representation of the similarity vector, in which the smallest local extreme values are indicated. They are then selected as indications of the searched sequences. As the reference pattern, the typical rising formation of 23 samples was selected, at the end of which the “sell” signal is usually transmitted to the investor [1]. The reference pattern is squared, while four the most similar sequences are encircled. 
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Fig. 6. Results of the pattern search inside the waveform
The method can easily be applied in the on-line analysis to identify the desired sequence in the newly incoming data. To do that, the reference pattern should be compared to the sequence formed by the n newest samples sequence. When the similarity is below the predefined threshold (defined according to the dynamic range), the appropriate signal can be generated. In the presented example the threshold was set to 25, but this value must depend on the dynamic range (for example one percent of the maximum calculated value, as in (2)). 
5. Conclusions

The clustering algorithm can be an effective tool for the analysis of the financial data, such as the stock exchange. Various possible applications make it a promising alternative to the traditional statistical methods and the technical analysis. The experiments required to conduct in the future include the application of other unsupervised learning algorithms, such as the nearest neighbor, CLUSTER system, etc. Also, as the analyzed data is noisy, the influence of the de-noising algorithm to the efficiency of the clustering should be examined. Additionally, determination of the threshold’s value in relation to the particular waveform is required. Finally, the comparison between the knowledge represented in the expert system and the traditional, statistical methods should be performed. 
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