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Abstract

The purpose of this paper is to make an empirical investigation of de-trending techniques for the Czech Republic case in the process of business cycle modeling. Economy of this country belongs to the group of transition type which usually disposes of a limited sample size. This fact can significantly influence assumptions as well as results of de-trending methods in use. Deterministic as well as stochastic methods are applied for obtaining cyclical fluctuation. According to the empirical results, two approaches to business cycle are discussed, classical and growth types. From the range of de-trending techniques, standard types will be used, namely the first order difference, linear filtering, unobserved component model and Hodrick-Prescott filter. In the case of Hodrick-Prescott filter, the derivation of smoothing parameter designed specially for the Czech Republic case will be investigated. The aim is, on the basis of empirical analysis, to recommend suitable methods for business cycle modeling in the Czech Republic. Data available are quarterly values of Gross Domestic Product (GDP) 1996/Q1 – 2008/Q3.
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Introduction

In many studies, the economic activity of a country is discussed in respect to the business cycle theory. Recall for example Canova (1998, 1999) business cycle study from de-trending and dating turning-points point of view; also King and Rebelo (1993) using the Hodrick – Prescott (HP) filter in time and frequency domain or Harding and Pagan (2006) with the description of different measuring ways of business cycle. There are variety of approaches to de-trending methods, approximations between filtering methods, effects of used techniques on obtained results or alternative techniques like the VAR analysis studying business cycle in the context of other factors and many others. Nevertheless, the empirical analysis results are different to the data approaches results. The correctness of business cycle identification consists of stabilization function of monetary and fiscal policy.

Most of these studies work with advanced market economy, like the US economy which disposes of a large data sample size. The case of the Czech Republic is different. The type of economy in this country is denoted as transition one since its economy was transformed from a central planed economy to a market economy with shocks, structural breaks and with a small sample size of available data. This fact can significantly influence assumptions as well as results of de-trending methods in usage.
The purpose of this paper is to make an empirical investigation of de-trending techniques for the Czech Republic case in the process of business cycle modeling.  Economy of this country belongs to the group of transition type which usually disposes of a limited sample size. In order to obtain cyclical fluctuation, we applied deterministic as well as stochastic methods. According to the empirical results, two approaches of business cycle are discussed, classical and growth type. From the spectra of de-trending techniques, standard types will be used, namely the first order difference, linear filtering, unobserved component model and Hodrick-Prescott filter. In the case of Hodrick-Prescott filter, the derivation of smoothing parameter designed specially for the Czech Republic case will be investigated. The aim is, on the basis of empirical analysis, to recommend suitable methods for business cycle modeling in the Czech Republic. Data available are quarterly values of Gross Domestic Product (GDP) 1996/Q1 – 2008/Q3.

The paper is organized as follows: in the first part an introduction and used methodology is presented. The methods such as the deterministic polynomial time trend, first order difference, RW and HP filter for business cycle are described. In the second part, an empirical analysis of chosen data set is done. For this, the GDP in the Czech Republic 1996/Q1-2008/Q3 in quarterly absolute values was used. The third part pays attention to the discussion of empirical analysis results. 

Methodology

The standard theory of Burns and Mitchel (1946) business cycle is used: “Business cycles are a type of fluctuations found in the aggregate economic activity of nations that organise their work mainly in business enterprises: a cycle consists of expansion occurring at the same time in many economic activities, followed by similarly general recessions, contractions, and revivals which merge into the expansion phase of the next cycle; in duration business cycles vary from more than one year to ten to twelve years; they are not divisible into shorter cycles of similar character with amplitudes approximating their own.” 

There exist two approaches to business cycle. The first one is called the classical business cycle and is based on a fluctuation in the level. The second one is known as the growth (deviation) cycle and is based on a fluctuation around a trend. The dating of cycles is usually done by identifying of turning-points. In the transition economy type, the classical business cycle shows in general at most one cycle. Time period is usually too short; full of structural breaks and shocks. On the other hand, the growth cycle, where turning-points are characterized by changes relative to the trend, represents a more promising version of the business cycles (Artis & col, 2004). And, the dating procedure of the growth cycle is less sensitive to the growth trend than that of the classical cycle.

In the field of business cycle, cyclical movements of time series, which exhibit trends and cycles, are studied. If models are designed to characterize the cyclical behavior, the trends are eliminated prior to the analysis. It is often useful to build a model where both trend and cyclical behavior are present in the model and eliminate the trend from the model and from the actual data in parallel fashion. The specification of the model is subject to the constraint that it must successfully characterize the trend behavior. Having satisfied the constraint, trends are eliminated appropriately and the analysis proceeds with an investigation of cyclical behavior. The isolation of cycles is closely related to the trends removal. Indeed, for a time series exhibiting cyclical deviations around a trend, the identification of the trend automatically provides identifying the cyclical deviations as well. Notice that the removal of the trend will leave such fluctuation intact and their presence can have a detrimental impact on inferences involving the business cycle behavior. 

In this paper, economic activity is measured by absolute values of GDP transformed to the natural logarithms and denoted as Yt. For the analysis of business cycle, an additive decomposition method in the form 

                  Yt = gt + ct, t=1,...,n                 (1)
is used. There are three main approaches to removing the time trend from macroeconomic time series. The first two approaches to the trend removal are de-trending and differencing. De-trending is usually accomplished by fitting a linear trend to log input values using the ordinary least square method (OLS). The third approach to de-trending involves the use of filters designed to separate the trend from the cycle, but given admission of slowly evolving trend. We use the Hodrick – Prescott filter which has proven quite popular in business cycle applications. Thus, the set of chosen de-trending methods is the following: the first order difference (FOD), unobserved component model (UC), autoregression with/without a constant (AR), linear filtering (LF, regression analysis usage) and Hodrick – Prescott filter (HP filter). These de-trending techniques were chosen since they are commonly used in the studies of business cycles, like for example Canova (1998), Baxter and King (1999) or books Mills (2003) or Dejong, Chetan (2007). Notice that the use of several methods for de-trending provides a robust analysis and for this reason it is good to investigate the assumption, validity of results etc.
The linear filtering (LF) is statistically valid when the growth component is a linear function of the time, i.e. usually linear or quadratic time trend. Thus, if the input time series Yt is trend stationary. In some cases, a quadratic regression has better statistics (t-test, F-test). Therefore it is suitable to de-trend a time series by regression with better statistics. Generally we can formulate 
Yt = gt + ct,  t =1,...,n,                 
gt= a0+a1t+a2t2, t=1,...,n,

ct= Yt – est(gt) , t=1,...,n.

Notice that the quality of obtained cyclical component depends on the quality of regression estimate and consequently on satisfying the assumptions for applying the estimating method. If time series is not trend stationary, but difference stationary, then linear or quadratic de-trending will lead to a spurious cycle identification. Thus, the FOD can be a better de-trending technique (Bonenkamp, Jakobs, Kuper; 2001).
In case of the AR with/without a constant (a random walk with a drift and with no drift) the OLS is used. Here

gt= b0+b1 Yt-1, t=1,...,T,

et= Yt – est(gt) , t=1,...,T.

Resultant deterministic models, quadratic one and AR (with or without a constant), were chosen according to the standard statistical techniques for quality evaluation, namely the F-test (model significance), t-test (parameter significance), value of adjusted index of determination. Since these processes are well known, we will not describe them here in detail. 

The basic assumption for the FOD procedure applications is that the trend component of analysed time series is a random walk with no drift and, the cyclical component is stationary and both components are uncorrelated (Canova, 1998). In addition it is assumed that the time series Yt has a unit root caused by the trend component. If these assumptions hold, then Yt can be represented by
gt = Yt-1,  t =1,...,n,

ct= Yt – est(gt) , t=1,...,n      or     ct=(Yt=  Yt - Yt-1,  t =1,...,n.


The basic assumptions of the unobserved components model (UC) are that the growth component follows a random walk with a drift and that the cyclical component is a stationary finite order AR process. Notice that the UC allows a correlation between trend and cyclical components. Thus, the representation form is following
Yt = gt + ct + (t,  t =1,...,n,
where 
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. Further,
gt = gt-1 + (  + ut,  t =1,...,n,

ct =((l)ct-1 + vt,  t =1,...,n,
where ( is a parameter and the q roots of ((z)=0 lie outside the unit circle. The properties of growth and cyclical components are fully characterized by the assumption that the distributions of ut, vt are jointly normal with covariance matrix ( and by the fact that (t is uncorrelated with ut and vt.

The procedure of HP filter was first introduced by Hodrick and Prescott in 1980 in the context of estimating business cycles. The HP filter decomposes Yt (macroeconomic time series) into a nonstationary trend gt (growth component) and a stationary residual component ct (cyclical component)

Yt =gt + ct, t=1,...,T, 
gt and ct are unobservables. Measure of the gt path smoothness is the sum of the squares of its second difference. Applications of the HP filter involve minimizing the variance of the cyclical component ct subject to a penalty for the variance in the second difference of the growth component gt
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where ct = Yt - gt . The parameter ( is a positive number which penalizes variability in the growth component series. Let lambda represents the weight. If there is no noise, then the signal is fully informative and therefore it is best to set (=0. In that case the trend component to be the same as the original time series. As ( increases, more weight is allocated to the linear trend. For (( (, gt approaches the ordinary least squares estimate of Yt against a linear time trend. 

As Harvey and Jager (1993) showed, the infinite sample version of the HP filter can be rationalized as the optimal linear filter of the trend component. King and Rebelo (1993) find that the business cycle component and the second difference of the growth component must have the same moving average representation for the HP filter to be the linear filter, which minimizes the mean squares error. That is, this filter minimizes the mean square error
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where ct is the true cyclical component and est(ct) is its estimate. Hodrick and Prescot found that if the cyclical component ct and the second difference of growth component gt (Δ2gt) are identically and independently distributed normal variables, 
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, then the best choice in the sense of MSE for the smoothing parameter is 
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. In many papers, the recommended lambda value for quarterly data is (=1600, see Ahumada, Garegnani (1990), Guy (1997), Hodrick-Prescott (1980), Guz, St-Amant (1997) and others. On the basis of this, let us formulate the rule which helps us to find the optimum smoothing parameter.

Let us have an input time series of positive values Yt, t=1,...,n, a set of lambdas 
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. Thus, for every Li ( L, i ( I we can calculate the Hodrick – Prescott estimate of growth and cyclical components of Yt. Let the cyclical component ct and the second difference of growth component gt (Δ2gt) be identical and independently distributed normal variables, 
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. Thereafter, the optimum value of smoothing parameter λ is such that
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where the difference 
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As it was mentioned above, it is suitable to use some stationary test, therefore we propose the augmented Dickey-Fuller (ADF) test (Wooldridge, 2003). 
Empirical analysis

In this paper, economic activity is measured by values of Gross Domestic Product (GDP) in the Czech Republic. The available data period is quarterly values 1996/Q1 – 2008/Q3. The input values of GDP are transformed into natural logarithms and denoted as Yt (Figure 1).

The empirical analysis was done in the following steps: (i) testing the stationarity of input values, (ii) de-trending using a chosen method (the FOD, AR, polynomial or trend regression, HP filter) with the aim to obtain residuals, (iii) consequently, testing the stationarity of residuals. 
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Fig. 1: GDP (natural logarithm values) for the Czech Republic 1996/Q1 – 2008/Q3


In the first step of empirical analysis the stationary test of input values was done. According to the ADF test, the logarithmic values of the Czech Republic GDP are trend stationary on 5% significance level with lag p=2. Thereafter, we can expect the linear de-trending will be statistically valid. Despite this fact we are going to consider the FOD de-trending method usually suitable for a difference stationary process (Wooldridge, 2003). The reason will be discussed later in this paper.

The chosen methods for de-trending were the first order difference (FOD, e1), autoregression with/without a constant (AR, e2; ARc, e3), linear filtering (quadratic time trend; e4) and Hodrick – Prescott filter (HP filter, e5, e6). Table I describes the OLS estimates of some models. In the case of deterministic model, the quadratic regression gives better results than linear regression, thus in the next analysis this type of regression is used. For the AR processes, the OLS estimates with and without a constant are significant. 
Table I. Estimate of quadratic regression model, AR model with/without a constant for the Czech Republic
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Statistical significance at the 1% (***), 5% (**), 10% (*)

Source: Own calculation

The Hodrick – Prescott filter is calculated for two types of smoothing parameter λ. At first λ = 1600 (e5) on a regular basis value for quarterly data is taken. Secondly, as a ratio of variances calculated from the values for the Czech Republic
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 (e6). The chart below (Figure 2) illustrates, for a chosen lambda range L (axis x), the resultant calculation of the portion of estimated variances 
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 represented by the solid line. The dotted line demonstrates cases where the portion of variances is equal to lambda from a chosen range. The initial lambda range is taken as L = [0,2200], however,we use the range L=[0;200] as a better illustration of the optimum.   
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           Fig. 2: Optimum lambda λopt 
The subsequently obtained residuals of de-trending methods were tested for zero mean stationarity (ADF1). Table II shows the results. Figure 3 shows residuals in correspondence to the used de-trending method. The notation means "the name of de-trending method, corresponding residuals", for example "FOD, e1".
Table II. ADF stationarity test results for residuals obtained using corresponding de-trending method
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Source: Own calculation
We can see that the residuals e1 (FOD de-trending) are not stationary in zero mean constant and the correlation between the trend and cyclical components is statistically significant (r = 0.75). Hence, the residuals were tested for the stationarity around a constant (the null hypothesis of non-stationarity was not rejected) and around the trend. The stationarity test around the trend proved that the residuals are trend stationary at 1% significance level, except the AR, e4 being stationary at 5% significance level.

The basic assumption for the FOD procedure applications is that the trend component of analysed time series is a random walk with no drift and that the cyclical component is stationary and both components are uncorrelated (Canova, 1998). Thus in the Czech Republic case, gt= Yt-1, t=1,...,T-1, should be a random walk with no drift (denoted as AR in the text and tables). We could take this condition as satisfied, also it is known, a random walk with a drift (denoted as AR cons. in the text and tables) gives statistically better results. But the stationarity test (ADF1) for the cyclical component (Table II, denotation FOD, e1) showed a non-stationarity (even in the case of stationarity around a constant). For this reason, the FOD cannot be taken as a de-trending method for the Czech Republic. From economic point of view, the values ( Yt correspond more to the classical business cycle concept than the growth type of cycle. As Harding and Pagan (2002) stated the “classical cycle refers to the behaviour of the level of variable, the analysis of its turning-points is done with growth rate (function of the first differenced series)”. Thus, in the Czech Republic data set, ( Yt is an input to the dating process of the classical cycle. Even though, the FOD does not give stationary residuals, we do a periodicity test to see the results for the classical business cycle.

Let us point out that the unobserved component (UC) model (Canova, 1998) is suitable for the Czech Republic as de-trending method. As it is mentioned above, the AR with a constant is a random walk process with a drift and with the stationary cyclical component of finite order AR process type. Table I shows statistically significant values for the estimated model, Table II presents the stationarity result for the corresponding cyclical component (AR cons., e3). Therefore, this method is suitable. However, comparing the FOD and AR residuals shape and the AR cons. residuals in Figure 3 we can see similarity at first sight, especially in the first half of the period. In the second half of the period, the curve shape is more similar to the FOD residuals. Thus, even if the assumptions of the UC method are satisfied, it has been decided not to recommend this method as de-trending for the Czech Republic case.
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Fig. 3: Residuals obtained using the corresponding de-trending method

Linear filtering represented by a quadratic trend is one of the oldest methods. Statistics of quadratic regression estimate are acceptable. There is one problem visible in Figure 3 and it is bigger bias at the end of the sample size. But the shape tendency of the estimated residuals does not change dramatically and keep the business cycle fluctuation character. Of course, the big bias can be a problem, but at the end of the time period it is not such a big problem as at the beginning. The bias issue should be kept in mind especially in the next analysis connected to the business cycle work.

The case of Hodrick-Prescott filter is widely used and discussed in literature. It is a popular technique among macroeconomic analysis as it flexibly accommodates preferences of researches and depends on the economic question being investigated. The assumption that the data trend is smooth is imposed by assuming that the sum of squares of the second differences of growth component is small. An important role in estimating is played by the smoothing parameter λ. That is why the investigation of the derivation for the Czech Republic data was done.

In the case when (=1600 for the Hodrick-Prescott filter was taken, the obtained residuals look the same as the linear filtering residuals. The difference caused by the bias of LF is discussed above. From this point of view both methods can be taken as giving the same cyclical fluctuation. The special case when (=115 for the Hodrick-Prescott filter kept the tendency of curve behaving. The similarity is quite good in the first half of the period, while it is a little worse in the second; however, the basic tendency in the sense of increase/decrease of the curve was preserved. It is questionable whether this shape is closer to the HP with (=1600 or to the FOD residuals, but with respect to the HP115 residuals dynamic we can admit a closer similarity to the HP1600 residuals. The difference between both HP filter residuals is caused by the fact that the HP 115 removes a long term component from the input values better. That is why the variation in the cyclical fluctuation is not so big. To conclude our discussion on two approaches to the smoothing parameter we can say that both are suitable and give similar results. Other potential differences can arise with respect to subsequently applied techniques, for example the periodicity testing. Nevertheless, it is suitable to calculate both cases and compare the results.
Conclussion
The purpose of this paper is to make an empirical investigation of de-trending techniques for the Czech Republic case in the process of business cycle modeling.  For obtaining cyclical fluctuation, deterministic as well as stochastic methods were applied. Two approaches to business cycles were discussed, the classical and growth types. The aim was, on the basis of empirical analysis, to recommend suitable methods for the business cycle modeling in the Czech Republic. Data available were quarterly values of Gross Domestic Product (GDP) 1996/Q1 – 2008/Q3. 
The chosen methods for de-trending were the first order difference, linear filtering, unobserved component model and Hodrick – Prescott filter. In the case of Hodrick – Prescott filter two types of smoothing parametr were used ((=1600 and (=115). The success of dating growth cycles crucially depends on the quality of the approximation of trend component. 
The empirical analysis showed that the first order difference and the random walk are not suitable de-trending techniques. Thus, in Czech Republic data set, both methods produce inputs to the dating process of the classical cycle. In addition, even if the assumptions of the UC method are satisfied, it was decided not to recommend this method for de-trending for the Czech Republic case. By comparing the FOD and AR residuals shape and AR cons. residuals shape, a similarity could be seen at first sight, especially in the first half of the period. In the second half of the period, the curve shape is more similar to the FOD residuals. 
 In the case of linear filtering represented by quadratic trend and Hodrick-Prescott filtering, we can conclude that all methods are suitable and using them for de-trending the growth business cycle of the Czech Republic can be obtained. In the case of linear filtering the end-point bias arise and this fact should be kept in mind especially in the following analysis connected to the business cycle work. In the case of Hodrick-Prescott filtering estimates for two smoothing parameters, it will appear  that both are suitable and give similar results. Some differences were discussed. Also other potential differences can arise with respect to subsequently applied techniques, for example a periodicity testing. Nevertheless, it is suitable to calculate both cases and compare the results.

As mentioned in the introduction, the Czech Republic transition economy type disposes of a limited sample size of available data. This fact can cause some problems during de-trending, like for example bias (in case of linear filtering). The growth business cycle reacts to business cycle features better and is less sensitive to the trend. But de-trending, and obtaining the growth business cycle fluctuation by this way, crucially depends on a used technique. Thereafter an appropriate approach is to use several de-trending methods to make the results more robust especially when de-trending is the first step to the business cycle work. 
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