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How many observations should be taken to obtain appropriate VaR 
measure using a family Sign RCA models? 

 

 

 
 
 Accurate modeling of risk is important in finance. A family Sign RCA models could be 

used to obtain Value-at-Risk (VaR) measure. In alternative approach to obtain VaR measure, 

different sizes of sample for rolling estimation of models parameters have been used. In the 

case when one of the Sign RCA models is used, one does not know what size of sample 

should be taken to obtain appropriate VaR forecasts. In this paper, to choose the size of sam-

ple, a Monte Carlo experiment was used. The properties of the time series generated by one of 

the Sign RCA models were analyzed. The results obtained from Monte Carlo experiment and 

empirical examples were compared. 

 
Introduction 

 

 In the literature, non-linear dynamics of financial time series has generally been described 

by the class of AR-GARCH models [Bollerslev, 1986; Engle, 1982]. A different, alternative 

approach to the description of financial time series represents random coefficient autoregres-

sive models (RCA) [Nicholls, Quinn, 1982]. Thavaneswaran and Appadoo (2006) proposed to 

add the sign function to RCA models. The sign function may describe an asymmetric reaction 

of changes in returns to good or bad news. For this reason using RCA model with the sign 

function to obtain VaR forecast seems to be a good idea.  

 The aim of this paper is to answer the question: How many observations should be taken 

to obtain the appropriate VaR measure for family Sign RCA models? 
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1. The family Sign RCA models 

 

 Random coefficient autoregressive models (RCA) are straightforward generalization of 

the constant coefficient autoregressive models. A full description of this class of models in-

cluding their properties, estimation methods and some application can be found in Nicholls 

and Quinn (1982). 

 The classical random coefficient autoregressive model of first order for stationary univari-

ate time series can be written as:  

( ) tttt yy εδφ ++= −1 , (1) 

where:  
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122 <+ δσφ . (3) 

Condition (3) is necessary and sufficient for the second-order stationarity of ty . Conditions 

(2)-(3) ensure the strict stationarity of the process. 

 The process (1) has zero mean, constant unconditional variance and kurtosis. The constant 

unconditional variance of RCA(1) is bigger than the unconditional variance of AR(1). If 

02 =δσ , the value of kurtosis converges to 3 (similarly to AR(1) models). 

 A stationary Sign RCA models is given by (Thavaneswaran, Appadoo, 2006):  

( ) ttttt ysy εδφ +Φ++= −− 11 , (4) 

where the conditions (2)-(3) are satisfied, and  

⎪
⎩

⎪
⎨

⎧

<−
=
>

=
0for1
0for0
0for1

t

t

t

t

y
y
y

s . (5) 

 If Φ>+ tδφ , the negative value of Φ  means, that the negative (positive) observation 

values at time 1−t  corresponds to a decrease (increase) of observation values at time t . In 

the case of stock returns it would suggest (for returns) that after a decrease of stock returns the 

decrease of stock returns occurs higher than expected, and in the case of the increase of stock 

returns the increase in stock returns occurs lower than expected. 

 If conditions (2)-(3) are satisfied, the process (4) has zero mean, constant unconditional 

variance and kurtosis. When 02 =δσ  and 0=Φ , the kurtosis converges to 3. 
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 Comparing the properties of the RCA model with properties of the sign RCA model one 

can see that introducing the sign function to the RCA model causes an increase of variance 

and kurtosis with relation to the variance and kurtosis obtained for the process described by 

the RCA model without sign function. 

 Thavaneswaran, Appadoo and Bector (2006) proposed to add MA(1) errors to the RCA or 

the Sign RCA models, that called a RCA(1)-MA(1) and a Sign RCA(1)-MA(1) respectively.  

 A sequence of ty  could be described by the RCA(1)-MA(1) model provided it satisfies 

the equations: 

 ( ) 11 −− +++= ttttt yy θεεδφ , (6) 

where the conditions (2)-(3) are satisfied. The process described by equation (6) has zero 

mean, constant unconditional variance and kurtosis. In this case, the kurtosis is exactly the 

same as in the RCA model. Therefore, the only property which has changed is the value of 

variance, i.e. bigger.  

 The Sign RCA(1)-MA(1)1 is given by:  

 ( ) 111 −−− ++Φ++= tttttt ysy θεεδφ , (7) 

where the conditions (2)-(3) are satisfied. If conditions (2)-(3) are satisfied, the process (7) 

has zero mean, constant unconditional variance and kurtosis. From the comparison of proper-

ties of the Sign RCA and the Sign RCA-MA models one notice that only the variance of the 

Sign RCA-MA model is bigger than in the Sign RCA model. Other properties remained the 

same.  

 Another modification of the RCA and Sign RCA models is the assumption of the errors. 

In this case we assume that having GARCH errors.  

 The RCA model with GARCH errors (RCA(1)-GARCH(p,q)) is given by: 

 ( ) tttt yy εδφ ++= −1 , (8) 
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where ( )2,0~ zt Nz σ , 00 >α , 0≥iα  and 0≥jβ . 
 The Sign RCA(1)-GARCH(p,q) model for the time series ty  can be written as: 

 ( ) ttttt ysy εδφ +Φ++= −− 11 , (9) 

                                                      
1 Sign RCA(1) with MA(1) errors. 
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where ( )2,0~ zt Nz σ , 00 >α , 0≥iα , 0≥jβ , 0α≤Φ .  

 The assumptions of the errors change both variance and kurtosis of the RCA and the Sign 

RCA models, respectively. 

 

2. A Monte Carlo Experiment 

 

The term “Monte Carlo” refers to the procedures in which quantities of interest are ap-

proximated by generating many random realisations of a stochastic process and averaging 

them in some way. In economic theory Monte Carlo techniques are used to explore the quan-

titative properties of models with stochastic elements. 

 In this research the Monte Carlo experiment involves the following steps: 

1. Assume values for the deterministic parts of the model.  

2. Generate a (pseudo) random sample of size 1100 for the stochastic elements of the sto-

chastic model from normal distribution function. 

3. Generate data (time series). 

4. Reduce the sample size to the last 1000 observation. 

5. Estimate parameters of the one model from the family Sign RCA models. 

6. Calculate one-step-ahead forecasts using rolling estimation and selected forecast of er-

rors. 

7. Calculate the Value-at-Risk measures and the traditional VaR test and loss functions. 

8. Repeat step 2 to 7 1000 times. 

 The calculations were done in the Gauss program. All model parameters were estimated 

using maximum likelihood (MLE). The assumptions of parameters value for the Data Gene-

rating Process (GDP) (step 1) come from the empirical application of daily prices of Polish 

firms’ shares on the Warsaw Stock Exchange.  

 The model parameters were estimated for the different sizes of samples and for all these 

models the same quantity one-step-ahead forecasts were calculated. Next, the forecast errors 

such as mean error, mean square error, root mean square error, average absolute error and 

direction quality measures were calculated. 
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 Using obtained Sign RCA models, VaR measures were calculated. It is used as a tool for 

measuring market risk and it is defined as the money-loss in a portfolio that is expected to 

occur over a pre-determined horizon and with pre-determined significance level. To examine 

accuracy VaR forecast statistics of the Proportion of Failures Test, the Regulatory Loss Func-

tion and the Firm’s Loss Function were calculated.  

 If the empirical time series is generated by the appropriate model from the family Sign 

RCA models as results of Monte Carlo experiment one can obtain expected values of the 

forecasts errors and accuracy VaR measures. 

 The Data Generating Process for one of the experiments is described by the RCA model:   

( ) tttt yy εδ ++= −115.0 , (10) 
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 The Monte Carlo experiment results for this GDP are presented in the Table 1. Notice that 

the differences between individual forecast errors for different size of sample are small. The 

conclusions from 100 predictions and 351 predictions are similar. The minimum values for 

the individual forecast errors were obtained for the sample 400 (for 351 predictions) and sam-

ple 250-400 (for 100 predictions). In all cases the signs direction quality measures (Q1) are 

bigger than 50% and the turning points quality measures (Q2) are smaller than 9%.     

 

Table 1 The forecast errors for the RCA models described by the equation (10) 
Sample ME MSE RMSE MAE Q1 Q2 

100 predictions 
500 0,02329 4,56608 2,12890 1,70285 0,54800 0,00000 
400 0,02340 4,56543 2,12877 1,70275 0,54720 0,00333 
300 0,02277 4,57006 2,12989 1,70290 0,54830 0,00863 
250 0,02295 4,56945 2,12976 1,70263 0,54470 0,01544 
200 0,02333 4,57593 2,13127 1,70433 0,54230 0,03159 
150 0,02529 4,58595 2,13344 1,70672 0,54260 0,04565 
100 0,02331 4,60090 2,13688 1,71001 0,53840 0,08899 

351 predictions 
500 0,00926 4,54334 2,12956 1,69335 0,54778 0,00000 
400 0,00920 4,54258 2,12941 1,69331 0,54764 0,00188 
300 0,00930 4,54664 2,13035 1,69384 0,54630 0,00761 
250 0,00964 4,55061 2,13128 1,69445 0,54530 0,01429 
200 0,00928 4,55407 2,13207 1,69490 0,54462 0,02648 
150 0,00986 4,56283 2,13409 1,69639 0,54274 0,04083 
100 0,00953 4,58464 2,13920 1,70014 0,53943 0,08240 

Note: ME – mean error. MSE – mean square error. RMSE – root mean square error. MAE – average absolute error. Q1, Q2 – direction 

quality measures. Bold value means min/max value of appropriate measure.  
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 For the RCA models generated by the equation (10) the VaR measure and backtesting of 

VaR were calculated. The results are presented in the Table 2. One can see that the Proportion 

of Failures Test (LRPOF) does not reject the null hypothesis for all windows. Almost all the 

VaR forecasts are underestimated and their values are almost independent of number of calcu-

lated forecasts. The number of forecasts has not significant influence on the accuracy. For all 

significance level and all cases of number predictions the Regulatory Loss Function is the 

smallest for the biggest size of the sample. On the other hand, the Firm’s Loss Function is the 

smallest for the smallest size of the sample.   

 Similar results for different values of the RCA model parameters were obtained. 

 For others models the results of the forecast errors and loss functions led to similar con-

clusions. Both the Proportion of Failures test and the empirical significant level for different 

models led to different conclusions. 

 

Table 2 The results of the VaR tests and the loss function for Monte Carlo experiment (the 
RCA model) 

Sample 
100 predictions 351 predictions 

α_emp. LRPOF RL FL α_emp. LRPOF RL FL 
α= 5% 

500 5,18% 0,897 12,68 342,15 5,12% 0,719 45,64 1200,64 
400 5,21% 0,827 12,73 342,20 5,17% 0,684 45,76 1200,13 
300 5,18% 0,818 12,89 342,63 5,15% 0,696 46,29 1201,19 
250 5,17% 0,858 12,90 342,66 5,17% 0,615 46,54 1201,62 
200 5,35% 0,981 13,03 341,90 5,25% 0,641 46,97 1200,67 
150 5,39% 0,884 13,11 341,57 5,27% 0,674 47,50 1199,64 
100 5,54% 0,864 13,43 340,72 5,40% 0,626 49,22 1197,57 

α= 2.5% 
500 2,48% 1,347 5,71 409,47 2,63% 1,025 21,47 1433,85 
400 2,51% 1,248 5,75 409,54 2,63% 0,852 21,43 1433,70 
300 2,57% 1,319 5,92 409,54 2,64% 0,815 21,82 1434,05 
250 2,58% 1,322 5,94 409,51 2,67% 0,914 22,05 1434,31 
200 2,49% 1,311 5,80 409,36 2,65% 0,867 22,12 1434,05 
150 2,73% 1,305 6,04 408,20 2,75% 0,974 22,68 1431,42 
100 2,72% 1,186 6,12 407,39 2,83% 0,985 23,79 1427,94 

α= 1% 
500 1,03% 1,311 2,15 488,54 1,09% 1,050 8,30 1710,88 
400 1,00% 1,252 2,11 488,79 1,08% 0,985 8,23 1710,92 
300 1,02% 1,254 2,20 488,92 1,13% 1,051 8,58 1710,39 
250 1,07% 1,320 2,25 488,66 1,15% 1,145 8,70 1710,58 
200 1,12% 1,226 2,24 487,92 1,19% 1,075 8,91 1709,25 
150 1,16% 1,279 2,28 487,15 1,26% 1,193 9,24 1706,11 
100 1,17% 1,271 2,36 486,08 1,29% 1,228 9,77 1701,86 

Note: LRPOF – estimates of  the Proportion of Failures Test statistics. RL – Regulatory Loss Function. FL –  Firm’s Loss Function. 
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3. The empirical application 

 

 The data of PBG shares (PBG Capital Group) were used from bossa.pl for the period from 

23-rd September 2005 to 18-th February 2009, which yields 852 observations.  For the ana-

lyze daily percentage log returns of share were used.  

 For the first 500 observations of returns series the descriptive statistics and some tests were 

calculated. The percentages log stock returns have: the mean 0.363, the standard deviation 

2.094, the kurtosis 5.344 and the skewnes 0.095. This returns series has autocorrelation. The 

LBI test rejects the null hypothesis of non random coefficient to returns for 10% significance 

level. 

 Next, the parameters of six models from the family Sign RCA models for the first 500 ob-

servations for time series were estimated. Models with statistically significant parameters are 

presented in the Table 4. 

Table 4 Models from family Sign RCA for PBG 
Model φ  Φ  2

εσ  2
δσ  0α  1α  1β  ARCH(3) Q(3) AIC BIC 

RCA 0.143 
(0.052)  3.946 0.120    5.616 1.271 2161.262 2173.906

Sign RCA 0.133 
(0.052) 

0.085 
(0.051) 3.963 0.108    4.798 0.839 2160.768 2177.626

Sign RCA-
GARCH(1,1) 

0.113 
(0.050) 

0.094 
(0.051)  0.023 0.602 0.047 0.813 4.513 0.540 2158.402 2187.905

Note: In () is standard deviation parameter. Q(3) – estimates of the Box-Ljung test statistics of order 3. ARCH(3) – estimates of the Engel 

ARCH test statistics of order 3. AIC – Akaike's information criterion. BIC – Bayesian information criterion. 

 

Table 5 The forecast errors for PBG 
Sample ME MSE RMSE MAE Q1 Q2 

100 predictions 
500 -0,18791 7,78262 2,78973 2,13466 0,51724 0,00000 
400 -0,20985 7,75433 2,78466 2,11965 0,51724 0,00000 
300 -0,21751 7,77598 2,78854 2,12075 0,50575 0,00000 
250 -0,21784 7,77416 2,78822 2,11668 0,49425 0,04762 
200 -0,21865 7,78725 2,79056 2,12091 0,44828 0,14286 
150 -0,22403 7,76373 2,78635 2,11521 0,50575 0,35714 
100 -0,20999 7,82018 2,79646 2,12824 0,50575 0,02381 

351 predictions 
500 -0,21629 8,18328 2,86064 2,20126 0,46688 0,47771 
400 -0,22434 8,15999 2,85657 2,19584 0,47950 0,59873 
300 -0,22933 8,16591 2,85761 2,19722 0,48265 0,58599 
250 -0,22971 8,14298 2,85359 2,19342 0,48265 0,63057 
200 -0,23014 8,15517 2,85573 2,19599 0,46057 0,66879 
150 -0,23751 8,16789 2,85795 2,19762 0,47634 0,70701 
100 -0,23959 8,22862 2,86856 2,21174 0,48580 0,59236 

Note: ME – mean error. MSE – mean square error. RMSE – root mean square error. MAE – average absolute error. Q1, Q2 – direction 

quality measures. Bold value means min/max value of appropriate measure. 
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 The autoregressive parameter for all models is almost the same. Only the variance of auto-

regressive parameter for the Sign RCA-GARCH model was significantly changed. The re-

siduals of all models are not correlated and they have not ARCH effect. From AIC point of 

view the best model is the Sign RCA-GARCH(1,1) model. On the other hand, the value of 

Bayesian information criterion is the smallest for the RCA model. For next calculation, the 

RCA model is chosen. Let us that the GDP described by equation (10) has similar values of 

parameters as the RCA model for PBG. 

 The MSE and the RMSE (see the Table 5) for the 100 forecasts lead to the same conclu-

sions as for GDP for the 100 forecasts. However, the other forecast errors give different con-

clusions, especially for the Q2 measure. In this case, the 70% cases of the turning points by 

the RCA models for the 150 size of sample were predicted. It has never happened to the mod-

el from the family Sign RCA models.    

 

Table 6 Results of the VaR tests and the loss function for PBG 

Sample 
100 predictions 351 predictions 

α_emp. LRPOF RL FL α_emp. LRPOF RL FL 
α= 5% 

500 11% 5.733** 54,69 384,42 8,83% 8,924*** 187,36 1442,89 
400 13% 9,537*** 57,60 367,03 8,83% 8,924*** 174,86 1456,28 
300 13% 9,537*** 52,76 369,31 7,69% 4,633** 155,83 1507,41 
250 11% 5,733** 48,36 380,88 7,12% 2,959* 146,42 1538,14 
200 8% 1,616 41,52 395,69 6,27% 1,103 132,82 1561,54 
150 10% 4,131* 43,18 395,33 6,27% 1,103 135,92 1602,58 
100 8% 1,616 41,05 400,40 5,70% 0,345 127,83 1629,97 

α= 2.5% 
500 6% 3,633* 33,70 446,92 4,84% 6,234** 115,61 1674,19 
400 8% 7,927*** 36,07 425,21 5,41% 9,215*** 107,25 1689,23 
300 7% 5,626** 31,06 433,52 4,56% 4,925** 92,48 1754,06 
250 5% 1,996 27,57 449,78 3,99% 2,710 85,43 1796,51 
200 5% 1,996 24,67 459,96 3,99% 2,710 77,20 1819,65 
150 4% 0,783 22,94 469,07 3,70% 1,821 78,49 1869,09 
100 5% 1,996 23,24 464,27 3,99% 2,710 73,20 1891,85 

α= 1% 
500 3% 2,632 19,49 523,61 3,13% 10,313*** 67,06 1947,01 
400 4% 5,182** 20,75 501,55 3,13% 10,313*** 59,64 1979,78 
300 3% 2,632 16,44 513,85 2,56% 6,056** 49,08 2060,13 
250 2% 0,783 14,54 531,41 2,28% 4,259** 44,70 2111,14 
200 2% 0,783 12,21 545,15 1,99% 2,719* 38,01 2148,73 
150 3% 2,632 12,30 547,04 1,99% 2,719* 39,43 2202,47 
100 3% 2,632 11,48 544,78 1,71% 1,472 33,28 2241,44 

Note: *, **, *** indicate rejection of H0 at the 10%, 5% and 1% significant level, respectively. LRPOF – estimates of  the Proportion of Fail-

ures Test statistics. RL – Regulatory Loss Function. FL –  Firm’s Loss Function. 
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 The Proportion of Failures Test and loss functions for PBG and 5%, 2.5% and 1% signific-

ance levels for 100 and 351 forecasts are presented in the Table 6. One can see that the accu-

racy test rejects the null hypothesis for windows size 500, 400 and 300 observations for the 

5% and 2.5% significance levels and for each number of predictions. All the VaR forecasts 

are underestimated and they are independent of number of calculated forecasts. For 1% signi-

ficance level the results depend on the number of predictions. The VaR predictions are accu-

rate and underestimated for almost all cases for 100 predictions but they are not accurate for 

window size 500-250 for 351 predictions. The Regulatory Loss Function is the smallest for 

the biggest size of sample and the Firm’s Loss Function is the smallest for the smallest size of 

sample.  

 The results of loss functions are similar to the results of loss functions for the GDP (see 

Table 2). In all cases, the empirical significance levels are bigger than for the empirical signi-

ficance levels for the GDP (see Table 2), respectively. The properties of the empirical time 

series from period to period could be changed. In this case, the RCA model is good enough to 

predict turning points for the window size 150 and 351 forecasts.   

 

Conclusions 

 

 In this paper, the fundamental properties of the family Sign RCA models to obtain accu-

rate VaR measures were presented. The GDP described by any models form the family Sign 

RCA models, has: 

− the smallest value of the Regulatory Loss Function for the biggest size of sample, 

− the smallest value of the Firm’s Loss Function for the smallest size of sample, 

− accuracy the VaR measures (the accuracy test rejects the null hypothesis). 

If the GDP is one of the RCA, the RCA-MA and the Sign RCA-MA models the 200-400 

sample are preferred. For these models, for each sample, VaR forecasts are underestimated.  

For the RCA-MA and the Sign RCA-MA models the smallest sample is for the smallest sig-

nificant level. This dependence does not occur for the RCA model and the choice of the size 

of sample depends on the parameters values. When the GDP is the Sign RCA model then the 

smallest sizes of samples (i.e. 100 observations) are preferred. Overestimated VaR forecasts 

by the Sign RCA models for all sample are obtained.  
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