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Abstract:. The stochastic structure of beef market mean prices in Poland is investigated in the work. It is shown the prices can be modeled by common trends and common cycles. The equations for common trends and cycles are given. Strong outliers are detected
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Introduction
The main aim of the work is to investigate the stochastic structure of beef market mean prices in Poland since 2005 to 2008. The data corresponds to the beef from bulls, heifers and adult cows. The data source is the website of Ministry of Agriculture and Rural Development (http://www.minrol.gov.pl/). Structural time series model is given to describe the prices. The choice of the model is caused by one crucially important thing: the possibility to encapsulate the problem by simple linear model which is based on a structural analysis. It means that different components that make up the series, such as trend, seasonal and cycle are modelled separately before being put together. The knowledge about this components has intrinsic importance. The elimination of them by differencing has a great drawback and the Box-Jenkins approach is not appropriate. The structural model gives us possibility to examine graphs of trend, cycles and other components to check whether they behave in accordance with expectation. It gives us also possibility to estimate so called auxiliary residuals [Harvey and Koopman 1992], which are useful in detecting outliers and structural breaks in time series.
Model
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Here 
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 is a slowly varying component called the trend, 
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are periodic components of fixed period called cycles and 
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 is an irregular component called error or disturbance. We assume that 
[image: image9.wmf]~(0,)

t

N

e

e

S

 (
[image: image10.wmf]t

e

 is normally distributed with mean zero and variance matrix 
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). The stochastic trend component is specified as
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where 
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 is the slope or gradient of the trend. The specification  of the cycle 
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 (we have two cycles: 
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) can be written as
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where 
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 and 
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 dimensional vectors.
Parameter 
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 is called a dumping factor and 
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 the frequency of the cycle.  

We assume that for 
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the following errors 
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 are mutually independent.

The details about initial states of the components can be found in Koopman [Koopman at all 2000]
Results
The data consists of slaughter cattle mean prices in Poland. The prices are collected once a week and published every Thursday by Ministry of Agriculture and Rural Development. 

We assumed the vector of observation 
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to denote a three-dimensional vector of logged prices with co-ordinates referring to bulls, heifers and adult cows respectively (
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The elements of the estimated variance matrix for the slope are (the variance matrix is given by the lower triangular part and the upper triangular part of the matrix gives off-diagonal entries in the corresponding correlation matrix)
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The elements in italics are the estimated correlations. Their values suggest the slope disturbances are perfectly correlated and the rank of the slope variance matrix may be restricted to 
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. We did it and decided the level variance matrix 
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 to take out off the model. The loss at the value of Log-Likelihood function is insignificant (at significance level 0.05) and the profit is the trends are more smooth. According to the two restriction the stochastic trend component may be reformulated as
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where the 
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 matrices 
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. The matrix is called standardized factor loading matrix and indicates common slopes. The 
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 is diagonal and matrix
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 is lower-triangular with diagonal elements equal to one. As a first consequence the observations are affected by the common stochastic trend:
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 is a vector with first 
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 elements equal to zero. 

As a second one the following equations hold:
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According to STAMP output and some calculations we received:
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Thus if we denote 
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 the following approximate equations for trend component holds
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The linear relationship between trends can be compared with the graph 1. The beef price trend for adult cows and heifers is a transformed beef price trend for bulls. Note the 
[image: image50.wmf]t

 component coefficients to be relatively small. If we neglect it, the approximate relation between beef price trends for heifers and bulls may be expressed as follows (with use of exponential transformation)

[The beef price trend for heifers]≈247×[The beef price trend for bulls]0.38
The trend corresponding to adult cows is flat and in comparison to other trend components it is different in shape [graph 1]. Thus with respect to adult cows an analogous equation as for heifers and bulls would be artificial. 


Graph 1. Trend components and model residuals (LBull, LCow, LHeifer denote the observed time series; Trend_LBull, Trend_LCow, Trend_LHeifer denote trend components).
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The elements of the estimated variance matrix for the first cycle is 
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The elements in italics are the estimated correlations. Their values suggest the cycle disturbances are highly correlated and the rank of the cycle variance matrix may be restricted. Finally we restricted the matrix rank to two what caused the following approximate equations for the cycle component: 
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Graph 2. Composition of trend and cycle (LBull, LCow, LHeifer denote the observed time series; TrendCyc1_LBull, TrendCyc1_LCow, TrendCyc1_LHeifer denote a composition of trend and the first cycle; TrendCyc2_LBull, TrendCyc2_LCow, TrendCyc2_LHeifer denote a composition of trend and the second cycle).
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The estimated parameters for the first cycle: the rho coefficient is 0.9027, the cycle period is 23.6837 and the frequency is 0.265296. The amplitude of the cycle (after exponential transformation) is approximately 0.78% of the trend for bulls, 1.62% for adult cows and 0.66% for heifers.

The estimated parameters for the second cycle: the rho coefficient is 0.984474, the cycle period is 59.5805 and the frequency is 0.105457. The amplitude of the cycle (after exponential transformation) is approximately 0.15% of the trend for bulls, 0.76% for adult cows and 0.86% for heifers. Note the period equal to 59.5805 corresponds to approximately 14 months. It is time for intensive breeding cattle to be a slaughter ready [Brzozowski at all 1992, p. 150].
Diagnostic checking
The assumptions underlying the model are that the disturbances 
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 are normally distributed and serially independent. 


Graph 2. Correlograms and histograms of one-step forecast errors.
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The graphical representation (graph 2) of autocorrelation function  and distribution of the one-step forecast errors suggests that we may have no problem with a lack of serial independency, but the distribution of the disturbances has more fat tails than normal distribution. In the following table we put some diagnostic tests. The test denoted as Normal-BS is a Bowman-Shenton test for normality and the test denoted as Normal-DH is Doornik-Hansen test for normality. The normality tests are based on skewness and kurtosis and thus together with Durbin-Watson test confirm the given suggestion.

	[p-value]
	Residual LBull
	Residual LCow
	Residual Lheifer

	Skewness  Chi^2(1)
	[0.9914]
	[0.1444]
	[0.0493]

	Kurtosis  Chi^2(1)
	[0.1139]
	[0.0000]
	[0.0037]

	Normal-BS Chi^2(2)
	[0.2867]
	[0.0000]
	[0.0022]

	Normal-DH Chi^2(2)
	[0.1468]
	[0.0000]
	[0.0108]

	
	
	
	

	Durbin-Watson test
	1.92809
	1.82783
	1.72415


Another type of residuals are standardized smoothed residuals. In the investigated model they correspond to disturbances of observation and slope. They are graphically represented in graph 3. Two outliers are denoted at graph 3. The first one for beef adult cow price (2005.05.15) and the second one for beef heifer price (2007.12.23). The presence of outliers indicate an unusual event. We can identify the second one: simply Christmas. 

Graph 3. The standardized smoothed residuals corresponding to observation and slope
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The slope smoothed residuals indicate some inadequacy of the model. The graphical representation of the trends in a graph 1 may suggest the ones to be represented by some smooth deterministic function or ruled by another explanatory variables. Despite of the disorder the model may be good as a predictive tool. We made predictions at the end of the sample for which we have data, although this data was not used for estimating parameters. We specified 15 number of observation to withhold (15 weeks). The prediction intervals at the graphs are set at two root mean square errors.

Graph 4.  One-step prediction
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Graph 5. 15-step prediction
[image: image59.emf]0 50 100 150 200

9.00

9.05

9.10

9.15

LBull  Fitted 

190 195 200 205

9.05

9.10

9.15

9.20

LBull  Forecast 

0 50 100 150 200

8.8

8.9

LCow  Fitted 

190 195 200 205

8.8

8.9

LCow  Forecast 

0 50 100 150 200

8.90

8.95

9.00

LHeifer  Fitted 

190 195 200 205

8.925

8.950

8.975

9.000

LHeifer  Forecast 


We don’t know if the precision of the forecast is good enough for a practitioner. Of course it is better making one-step prediction than multi-step one if possible. But it depends strongly on a practical point of view. The prediction wasn’t the main scope of the work but a stochastic structure of beef prices.
Summary
The stochastic structure of beef market mean prices in Poland is investigated in the work. The prices are collected once a week since 2005 to 2008 and published by the Ministry of Agriculture and Rural Development. These prices refer to bulls, cows and adult cows. It is shown the prices’ stochastic structure can be modeled by common trends, common cycles of the period 23.7 (five and a half months) and the cycle of the period 59.6 (14 months). The equations for common trends and cycles are given. Two strong outliers are detected, the first one in May 2005 and the second one in December 2007. The prediction is made outside the parameter estimation period to check the adequacy of the investigated model.
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